Prelim Exam Linear Models August 2024

Statistics Preliminary Examination: Linear Models Part

10:00am-12:30pm, Monday, August 19, 2024

Q1 counts for 60 points and Q2, 40 points.

Answer questions with showing all of your work.

1. (60 points) We condier a linear model Y = X3 + e where y = (y1, Y2, Y3, Y4, Y5, Us)'

/6 = (:uv T1,T2, T3, 7—4>/>

1 -1 1 0 0
1 -1 0 1 0
1 0 1 0 -1
X=1|, | o 4 o and e~ N(0,V).
1 1 0 0 -1
1 1 -1 0 0
We are interested in making an inference regarding X'3 = —75 + 74.

(a) Find the rank of X using the row echelon form.
(b) Is X’3 = —73 + 74 an estimable function of 3?7 Explain your answer.
(c) Suppose that V' = ¢2I. Find the ordinary least squares estimator of (3, written

by ,@ Then, explain that XB is the best linear unbiased estimator (BLUE) of
N3 with regard to y, X and .

(d) Suppose that V' = ¢2I. Find the distribution of the BLUE of X'3.

(e) Suppose that VX = X @Q for some matrix Q. Let Px be the projection matrix
onto the column space of X. Prove that '3 and (I — Px)y are independent.
(f) Suppose that V' = ¢%(I + Px) for some 0 > 0. Let 62 = (n—r)"'Y'(I — Px)Y
where r is the rank of X. Define
_ XNB-XB
VN (X'X)- A

Find the constant k£ such that kT follows a ¢ distribution. What is its degrees of
freedom? Is this a central ¢ distribution?



2. (40 points) Consider the linear model Y = X3 + € where X is an n x p matrix with
full rank and € ~ N(0,0%I). Let 3 be the ordinary least squares estimator of 3.

The ridge regression estimator B r(A) is the vector-value of ,B that minimizes

Q(B) = (Y - XB)(Y - XB) + 3B,
where A > 0 is a fixed real number.

(a) Find an expression for B(\). Show that you can write Bz(\) = W, 3 for some
matrix W) that depends on A and give the explicit expression for W.

(b) Find the mean, bias and variance of B5(\).

(¢) Show that Var(Br(\)) < Var(8) in the sense that Var(8) — Var(Bx()\)) is

positive definite.

Hint: You may use the fact that X'X = PDP’ where D is a diagonal matrix
with elements d; > 0 and P is an orthogonal matrix.

(d) Show that the mean squared error of B5()\) is expressed by

A

E{(Br(\) — B)(Br(\) — B)} = 8P APB + 0> PBP’

where

o P is an orthogonal matrix and d; is the i-th diagonal element of the matrix
D defined in part (c),

2
o A is a diagonal matrix with elements (ﬁ) , and
o B is a diagonal matrix with elements (dii—"/\)Q.

(e) Assuming now that X'X = dI, where d is a fixed constant, find the optimum
value of A that minimizes the mean squared error of B5(\).



